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Study 1

1.2 Objective 1- Distinguish between and Observational 
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You might wonder, why we should ever conduct an observational study if we cannot claim 
causation? Often, it is unethical to conduct a designed experiment.

Consider the link between smoking and lung cancer. In a designed experiment (on humans) to 
determine if smoking causes lung cancer, a researcher would divide a group of volunteers into two 
groups—Group 1 would smoke a pack of cigarettes every day for the next 10 years, and Group 2 
would not smoke. Eating habits, sleeping habits, and exercise would be controlled so that the only 
difference between the two groups would be smoking. After 10 years, the experiment's researcher 
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difference between the two groups would be smoking. After 10 years, the experiment's researcher 
would compare the proportion of participants in the study who contract lung cancer in the smoking 
group with the nonsmoking group. If the two proportions differ significantly, it could be said that 
smoking causes lung cancer. This designed experiment controls many potential cancer-causing 
factors that would not be controlled in an observational study. However, it is an unethical 
experiment. Do you see why?

Other reasons exist for conducting observational studies over designed experiments. An article in 
support of observational studies states, "Observational studies have several advantages over 
designed experiments, including lower cost, greater timeliness, and a broader range of 
patients."From Kjell Benson, BA, and Arthur J. Hartz, MD, PhD. "A Comparison of Observational 
Studies and Randomized Controlled Trials." New England Journal of Medicine 342:1878-1886, 2000

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

In designed experiments, it is possible to have two explanatory variables in a study that are related 
to each other and related to the response variable. For example, suppose Professor Egner wanted to 
conduct an experiment in which she compared student success using online homework versus 
traditional textbook homework. To do the study, she taught her morning statistics class using the 
online homework and her afternoon class using traditional textbook homework. At the end of the 
semester, she compared the final exam scores for the online section to the textbook section. If the 
morning section had higher scores, could Professor Egner conclude that online homework is the 
cause of higher exam scores? Not necessarily. It is possible that the morning class had students who 
were more motivated. It is impossible to know whether the outcome was due to the online 
homework or to the time at which the class was taught. In this sense, we say that the time of day 
the class is taught is a confounding variable.
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The Difference between Lurking Variables and Confounding Variables
The big difference between lurking variables and confounding variables is that lurking variables are 
not considered in the study (for example, we did not consider lifestyle in the pneumonia study) 
whereas confounding variables are measured in the study (for example, we measured morning 
versus afternoon classes).
Lurking variables are related to both the explanatory and response variables, and this relation is 
what creates the apparent association between the explanatory variable and response variable in 
the study. For example, lifestyle (healthy or not) is associated with the likelihood of getting an 
influenza shot as well as the likelihood of contracting pneumonia or influenza.
A confounding variable in a study does not necessarily have any association with the other 
explanatory variable, but does have an effect on the response variable. Perhaps morning students 
are more motivated, and this is what led to the higher final exam scores, not the homework delivery 
system.
The bottom line is that both lurking variables and confounding variables can confound the results of 
a study, so a researcher should be mindful of their potential existence.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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Some Concluding Remarks about Observational Studies Versus Designed Experiments

Because cross-sectional and case-control observational studies are relatively inexpensive, they 
allow researchers to explore possible associations prior to undertaking large cohort studies or 
designed experiments.

•

It is not always possible to conduct an experiment. For example, we could not conduct an 
experiment to investigate the perceived link between high-tension wires and leukemia (on 
humans). Do you see why?

•

Is a designed experiment superior to an observational study? Not necessarily.
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Have you heard this saying? "There is no point in reinventing the wheel."

Here is how it applies to statistics: There is no sense expending energy to obtain data that already exist. 
If a researcher wants to conduct a study and appropriate data set exists, it would be silly to collect the 
data from scratch.

For example, various federal agencies regularly collect data that are available to the public. Some of 
these agencies include the Centers for Disease Control and Prevention (www.cdc.gov), the Internal 
Revenue Service (www.irs.gov), and the Department of Justice (http://fjsrc.urban.org/index.cfm). 
Another useful source of data is the General Social Survey (GSS), www.gss.norc.org, administered by the 
University of Chicago. This survey regularly asks "demographic and attitudinal questions" of individuals 
around the country.
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Another Source of Data: The Census

The United States conducts a census every 10 years to learn the demographic makeup of the United 
States. Everyone whose primary residence is within the U.S. borders must fill out a questionnaire packet. 
The cost of obtaining the census in 2010 was approximately $5.4 billion; about 635,000 temporary 

1.2 Objective 2 - Explain the Various Types of 
Observational Studies
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The cost of obtaining the census in 2010 was approximately $5.4 billion; about 635,000 temporary 
workers were hired to assist in collecting the data.
Why is the U.S. Census so important? The results of the census are used to determine the number of 
representatives in each state in the House of Representatives, boundaries of congressional districts, 
distribution of funds for government programs (such as Medicaid), and planning for the construction of 
roads and schools. The first U.S. Census was conducted in 1790 under the direction of Thomas Jefferson. 
It is a constitutional mandate that a census be conducted every 10 years.
Is the United States successful in obtaining a census? Not entirely. Some individuals go uncounted due 
to illiteracy, language issues, and homelessness. Given the political stakes that are based on the census, 
politicians often consider how to count these individuals. Statisticians have offered solutions to the 
counting problem. If you wish, go to www.census.gov; in the search box, type count homeless. You will 
find many articles on the U.S. Census Bureau's attempt to count the homeless. The bottom line is that 
even census data has flaws.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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Sampling
Observational studies can be conducted by administering a survey. When administering a survey, the 
researcher must first identify the population that is to be targeted. For example, the Gallup Organization 
regularly surveys Americans about various pop-culture and political issues. Often, the population of 
interest is Americans aged 18 years or older. Of course, the Gallup Organization cannot survey all adult 
Americans (there are over 200 million); instead, the group typically surveys a random sample of about 
1000 adult Americans.

DEFINITION
Random sampling is the process of using chance to select individuals from a population to be included in 
the sample.

For the results of a survey to be reliable, the characteristics of the individuals in the sample must be 
representative of the characteristics of the individuals in the population. The key to obtaining a sample 
representative of a population is to let chance or randomness, rather than convenience, play a role in 
dictating which individuals are in the sample. If convenience is used to obtain a sample, the results of 
the survey are meaningless. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Recognizing a Convenience Sample and Its Limitations
Suppose that Gallup wants to know the proportion of adult Americans who consider themselves to be 
baseball fans. If Gallup obtained a sample by standing outside Fenway Park (home of the Boston Red Sox 
professional baseball team), the survey results are not likely to be reliable. Why? Clearly, the individuals 
in the sample do not accurately reflect the makeup of the entire population.

Suppose you wanted to learn the proportion of students on your campus who work. It might be 
convenient to survey the students in your statistics class, but do these students represent the overall 
student body? Does the proportion of freshmen, sophomores, juniors, and seniors in your class mirror 
the proportion of freshmen, sophomores, juniors, and seniors on campus? Does the proportion of males 
and females in your class resemble the proportion of males and females across campus? Probably not. 
What about evening (or day) students? For these (and many other) reasons, the convenient sample is 
not representative of the population, which means that any results reported from your survey are 
misleading. 
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Effective Sampling Techniques

Simple random sampling1.
Stratified sampling2.
Systematic sampling3.
Cluster sampling4.

We will discuss four basic sampling techniques: 

These sampling methods are designed so that any selection biases the surveyor introduced (knowingly 
or unknowingly) during the selection process are eliminated. In other words, the surveyor does not have 
a choice as to which individuals are in the study. We will discuss simple random sampling in this section 
and the remaining three types of sampling in the next section.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

1.3 Introduction
October 1, 2016 08:30 AM
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The number of individuals in the sample is always less than the number of individuals in the population. 
That is, n < N. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Lower case n = Sample Size

1.3 Objective 1 - Obtain a Simple Random Sample
October 1, 2016 08:34 AM
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Lower case n = Sample Size
Uppercase N = Population Size
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How do we select the individuals in a simple random sample?
We could write the names of the individuals in the population on different pieces of paper and then 
select names from a hat. Often, however, the size of the population is so large that performing simple 
random sampling in this fashion is not practical. 

Typically, each individual in the population is assigned a unique number between 1
and N, where N is the size of the population. Then n distinct random numbers are selected, where n is 
the size of the sample. 

To number the individuals in the population, we need a frame—a list of all the individuals within the 
population.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

StatCrunch Steps for Simple Random Sample
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The goal of sampling is to collect as much information as possible about the population at the least cost. 
Cost includes monetary outlays, time, and other resources. With this goal in mind, we may find it 
advantageous to use sampling techniques other than simple random sampling.

Stratified sampling1.
Systematic sampling2.
Cluster sampling3.

Here we cover three other sampling techniques:

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Under certain circumstances, a stratified sample provides more information about the population for 
less cost compared with simple random sampling.

DEFINITION
A stratified sample is obtained by dividing the population into non-overlapping groups called strata and 
then obtaining a simple random sample from each stratum. The individuals within each stratum should 
be homogenous (similar) in some way.

For example, suppose Congress was considering a bill that abolishes estate taxes. In an effort to 
determine the opinion of her constituency, a senator asks a pollster to conduct a survey within her 
state.
The pollster may divide the population of registered voters within the state into three strata: 
Republican, Democrat, and Independent. This grouping makes sense because the members within each 
of the three parties may have similar opinions regarding estate taxes, but opinions among parties may 
differ. The main criterion in performing a stratified sample is that each group (stratum) must have a 
common attribute that results in the individuals being similar within the stratum. 
An advantage of stratified sampling over simple random sampling is that it may allow fewer individuals 
to be surveyed while it obtains the same or more information. This result occurs because individuals 
within each subgroup have similar characteristics, so opinions within the group are not as likely to vary 
much from one individual to the next. In addition, a stratified sample guarantees that each stratum is 
represented in the sample. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

1.4 Other Effective Sampling Methods
October 1, 2016 09:26 AM
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1.4 Objective 1 - Obtaining a Stratified Sample
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In both simple random sampling and stratified sampling, a frame must exist. Therefore, these sampling 
techniques require some preliminary work before the sample can be found. A sampling technique that 
does not require a frame is systematic sampling.

DEFINITION
A systematic sample is obtained by selecting every k'th individual from the population. The first 
individual selected corresponds to a number between 1 and k.

For example, to learn about the outcome of an election, a pollster might survey every tenth individual 
that leaves a polling place.
Because systematic sampling does not require a frame, it is a useful technique when you cannot gather 
a list of the individuals in the population. Also, systematic samples typically provide more information 
for a given cost than does simple random sampling. In addition, systematic sampling is easier to employ; 
so there is less likelihood of interviewer error occurring, such as selecting the wrong individual to be 
surveyed.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

1.4 Objective 2 - Obtain a Systematic Sample
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Choosing a Value for k
When using systematic sampling, how would we select the value of k?

If the size of the population is unknown, there is no mathematical way to determine k. The value of k
must be small enough to achieve our desired sample size and large enough to obtain a sample that is 
representative of the population. The following video illustrates the importance of k.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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If you start at 90
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Step 1: 

Step 2:

Step 3:
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A fourth sampling method is called cluster sampling. Like the previous three sampling methods, this 
method has benefits under certain circumstances.

DEFINITION
A cluster sample is obtained by selecting all individuals within a randomly selected collection or group of 
individuals.

Suppose a school administrator wants to learn the characteristics of students enrolled in online classes. 
Rather than obtaining a simple random sample based on the frame of all students enrolled in online 
classes, the administrator treats each online class as a cluster and then finds a simple random sample of 
these clusters. The administrator then surveys all students in the selected clusters. This reduces the 
number of classes that get surveyed.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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Issues to Consider in Cluster Sampling

How do I cluster the population?•
How many clusters do I sample? •
How many individuals should be in each cluster?•

The following questions arise in cluster sampling:

First, we must determine whether the individuals within the proposed cluster are homogeneous (similar 
individuals) or heterogeneous (dissimilar individuals).

In Example 3, city blocks tend to have similar households. Survey responses from houses on the same 
city block are likely to be similar. This results in duplicate information. We conclude that if the clusters 
have homogeneous individuals, it is better to have more clusters with fewer individuals in each 
cluster.

What if the cluster is heterogeneous? Under this circumstance, the heterogeneity of the cluster likely 
resembles the heterogeneity of the population. In other words, each cluster is a scaled-down 
representation of the overall population.

For example, a quality control manager might use shipping boxes that contain 100 lightbulbs as a 
cluster. The manager does this because the rate of defects within the cluster resembles the rate of 
defects in the population, assuming that the bulbs are randomly placed in the box. Thus, when each 
cluster is heterogeneous, fewer clusters with more individuals in each cluster are appropriate. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Convenience Sampling
In the four sampling techniques just presented (simple random sampling, stratified sampling, systematic 
sampling, and cluster sampling), the individuals are selected randomly. Often, however, inappropriate 
sampling methods are used in which the individuals are not randomly selected.
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sampling methods are used in which the individuals are not randomly selected.

Have you ever been stopped in the mall by someone holding a clipboard? These folks are responsible for 
gathering information, but their methods of data collection are inappropriate, and the results of their 
analysis are suspect because they collect data using a convenience sample.

DEFINITION
In a convenience sample the individuals are easily obtained and not based on randomness.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Examples of Convenience Samples
The most popular convenience samples are those in which the individuals in the sample are self-
selected, meaning the individuals themselves decide to participate in the survey. Self-selected surveys 
are also called voluntary response samples. One example of self-selected sampling is phone-in polling—
a radio personality will ask his or her listeners to phone or text the station to submit their opinions. 
Another example is the use of the Internet to conduct surveys. For example, a TV news show will 
present a story regarding a certain topic and ask its viewers to "tell us what you think" by completing an 
online questionnaire or tweeting an opinion with a hashtag.

Both of these samples are poor designs because the individuals who decide to be in the sample 
generally have strong opinions about the topic. A more typical individual in the population will not 
bother phoning, texting, or tweeting to complete a survey. Any inference made regarding the population 
from this type of sample should be made with extreme caution.
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Multistage Sampling
In practice, most large-scale surveys obtain samples using a combination of the techniques just 
presented.

As an example of multistage sampling, consider Nielsen Media Research. Nielsen randomly selects 
households and, through a People Meter, monitors the television programs these households are 
watching. The meter is an electronic box connected to each TV within the household. The People Meter 
measures what program is being watched and who is watching it. Nielsen selects the households with 
the use of a two-stage sampling process.

Stage 1: Using U.S. Census data, Nielsen divides the country into geographic areas (strata). The strata 
are typically city blocks in urban areas and geographic regions in rural areas. About 6000 strata are 
randomly selected.

Stage 2: Nielsen sends representatives to the selected strata and lists households within the strata. The 
households are then randomly selected through a simple random sample.
Nielsen sells the information obtained to television stations and companies. These results are used to 
help determine prices for commercials.
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An Example of Multistage Sampling
Consider the sample used by the Census Bureau for the Current Population Survey. This survey requires 
five stages of sampling: 
Stage 1: Stratified sample
Stage 2: Cluster sample
Stage 3: Stratified sample
Stage 4: Cluster sample
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Stage 4: Cluster sample
Stage 5: Systematic sample

This survey is very important because it is used to obtain demographic estimates of the United States in 
noncensus years. Details about the Census Bureau's sampling methods can be found in The Current 
Population Survey: Design and Methodology, Technical Paper No. 40.
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Sample Size Considerations
Throughout our discussion of sampling, we did not mention how to determine the sample size. 
Determining the sample size is key in the overall statistical process. Researchers need to know how 
many individuals they must survey to draw conclusions about the population within some 
predetermined margin of error.

Researchers must find a balance between the reliability of the results and the cost of obtaining these 
results. The bottom line is that time and money determine the level of confidence researchers will place 
on the conclusions drawn from the sample data. The more time and money researchers have available, 
the more accurate the results of the statistical inference will be.

Later in the course, we will discuss techniques for determining the sample size required to estimate 
characteristics regarding the population within some margin of error. (For a detailed discussion of 
sample size considerations, consult a text on sampling techniques such as Elements of Sampling Theory 
and Methods by Z. Govindarajulu, Pearson, 1999.)

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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So far we have looked at how to gather samples, but not at some of the problems that inevitably arise in 
sampling. Remember, the goal of sampling is to collect information about a population through a 
sample. 

DEFINITION
If the results of the sample are not representative of the population, then the sample has bias.

Sampling bias1.
Nonresponse bias2.
Response bias3.

There are three sources of bias in sampling:

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

1.5 Bias in Sampling
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1.5 Objective 1 - Explain the Sources of Bias in Sampling
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Can a Census Have Bias? 
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Can a Census Have Bias? 
Yes!

The discussion so far has focused on bias in samples, but bias can also occur when conducting a census.

How?

A question on a census form could be misunderstood, thereby leading to response bias in the results.

We also mentioned that it is often difficult to contact each individual in a population. For example, the 
U.S. Census Bureau faces challenges in counting each homeless person in the country, so the census 
data published by the U.S. government likely suffers from nonresponse bias.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Sampling Error versus Nonsampling Error
Nonresponse bias, response bias, and data-entry errors are types of nonsampling error.
However, when a sample is used to learn information about a population, sampling error is also likely to 
occur.

DEFINITION
Nonsampling errors result from under-coverage, nonresponse bias, response bias, or data-entry error. 
Such errors could also be present in a census.

Sampling error results from using a sample to estimate information about a population. This type of 
error occurs because a sample gives incomplete information about a population.
In Other Words

When sampling results in incomplete information, we mean that the individuals in the sample cannot 
reveal all the information about the population. Suppose we want to determine the average age of 
students enrolled in an introductory statistics course. To do this, we find a simple random sample of four 
students and ask them to write their age on a sheet of paper and turn it in. The average age of these 
four students is 23.3 years. Assume that no students lied about their age or misunderstood the question 
and the sampling was done appropriately. If the actual average age of all 30 students in the class (the 
population) is 22.9 years, then the sampling error is 23.3−22.9=0.4 year. Now suppose the same survey 
is conducted again, but this time one student lies about his age. The results of that survey will also have 
non-sampling error.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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1.6 - The Design of Experiments
October 3, 2016 03:27 PM
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1.6 Objective 1 - Describe the characteristics of an 
experiment
October 4, 2016 01:04 PM

   MTH243 Chapter 1 Page 45    



   MTH243 Chapter 1 Page 46    



Steps in Designing an Experiment
Step 1 Identify the Problem to Be Solved. The statement of the problem should be as explicit as possible 
and should provide the experimenter with direction. The statement must also identify the response 
variable and the population to be studied. Often, the statement is referred to as the claim.

Step 2 Determine the Factors That Affect the Response Variable. The factors are usually identified by an 
expert in the field of study. In identifying the factors, ask, “What things affect the value of the response 
variable?” After the factors are identified, determine which factors to fix at some predetermined level, 
which to manipulate, and which to leave uncontrolled.

Step 3 Determine the Number of Experimental Units. As a general rule, choose as many experimental 
units as time and money allow. Techniques exist for determining sample size, provided certain 
information is available.

(a) Set the level of a factor at one value throughout the experiment (if you are not 
interested in its effect on the response variable).

○

(b) Set the level of a factor at various levels (if you are interested in its effect on the 
response variable). The combinations of the levels of all varied factors constitute the 
treatments in the experiment.

○

1. Control: There are two ways to control the factors. •

2. Randomize: Randomly assign the experimental units to various treatment groups so that the 
effect of factors whose levels cannot be controlled is minimized. The idea is that randomization 
averages out the effects of uncontrolled factors (explanatory variables). It is difficult, if not 
impossible, to identify all factors in an experiment. This is why randomization is so important. It 
mutes the effect of variation attributable to factors not controlled.

•

Step 4 Determine the Level of Each Factor. There are two ways to deal with the factors, control or 
randomize.

(a) Randomly assign the experimental units to the treatments. Replication occurs when each 
treatment is applied to more than one experimental unit. Using more than one experimental unit 
for each treatment ensures the effect of a treatment is not due to some characteristic of a single 
experimental unit. It is a good idea to assign an equal number of experimental units to each 
treatment.

•

(b) Collect and process the data. Measure the value of the response variable for each replication. 
Then organize the results. The idea is that the value of the response variable for each treatment 
group is the same before the experiment because of randomization. Then any difference in the 
value of the response variable among the different treatment groups is a result of differences in 
the level of the treatment.

•

Step 5 Conduct the Experiment.

Step 6 Test the Claim. This is the subject of inferential statistics. Inferential statistics is a process in 
which generalizations about a population are made on the basis of results obtained from a sample. 
Provide a statement regarding the level of confidence in the generalization.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

To help understand the steps in designing an experiment, let's review Example 1.
Step 1 Identify the Problem to Be Solved The problem to be solved is to determine whether 10 mg of 

1.6 Objective 2 - Explain the steps in designing an 
experiment 
October 4, 2016 01:04 PM
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Step 1 Identify the Problem to Be Solved The problem to be solved is to determine whether 10 mg of 
Lipitor daily reduces the likelihood of having a major cardiovascular event in 40 to 75 year old subjects 
with type 2 diabetes.
Step 2 Determine the Factors That Affect the Response Variable Some factors that may affect whether 
one has a cardiovascular event are diet, exercise, family history, and level of cholesterol.
Step 3 Determine the Number of Experimental Units There were 2838 subjects in the study.
Step 4 Determine the Level of Each Factor The factor of interest is the drug, which was set at two levels: 
placebo and 10 mg of Lipitor. Although not stated, the researchers likely fixed the diet of the subjects 
and fixed an exercise regimen. Family history cannot be controlled, so the random assignment of the 
subjects to two groups will average out a bad family history of heart disease. For example, we would not 
expect all subjects with a poor history of heart health to end up in the placebo (control) group.

Step 5 Conduct the Experiment The subjects were randomly assigned to either the placebo or Lipitor 
group. There were 2838 replications of the experiment.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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We now concentrate on the simplest type of experiment.

Definition
A completely randomized design is one in which each experimental unit is randomly assigned to a 
treatment.

The study from Example 1 is a completely randomized design.
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Problem 
A farmer wishes to determine the optimal level of a new fertilizer on his soybean crop. Design an 
experiment that will assist him.
Approach 
Follow the steps for designing an experiment.

Solution 
Step 1 The farmer wants to identify the optimal level of fertilizer for growing soybeans. We define 
optimal as the level that maximizes yield. So the response variable will be crop yield.
Step 2 Some factors that affect crop yield are fertilizer, precipitation, sunlight, method of tilling the soil, 
type of soil, plant, and temperature.
Step 3 In this experiment, we will plant 60 soybean plants (experimental units).

Treatment A: 20 soybean plants receive no fertilizer.○
Treatment B: 20 soybean plants receive 2 teaspoons of fertilizer per gallon of water every 2 
weeks.

○

Treatment C: 20 soybean plants receive 4 teaspoons of fertilizer per gallon of water every 2 
weeks.

○

Fertilizer. This factor is the explanatory variable of interest. So, it will be controlled and set at 
three levels. We wish to measure the effect of varying the level of this variable on the response 
variable, yield. We will set the treatments (level of fertilizer) as follows:

•

Precipitation. We cannot control the amount of rainfall, but we can control the amount of 
watering we do, so that each plant receives the same amount of precipitation. 

•

Sunlight. This uncontrollable factor will be roughly the same for each plant.•
Method of tilling. We can control this factor and will use the round-up ready method of tilling for 
each plant.

•

Type of soil. We can control certain aspects of the soil such as level of acidity. In addition, each 
plant will be planted within a 1-acre area, so it is reasonable to assume that the soil conditions for 
each plant are equivalent.

•

Plant. There may be variation (in terms of ability to generate yield) from plant to plant. To account 
for this, we randomly assign the plants to a treatment.

•

Temperature. This factor is uncontrollable, but will be the same for each plant.•

Step 4 We list the factors and their levels.

(a) We need to assign each plant to a treatment group. First, we will number the plants from 1 to 
60 and randomly generate 20 numbers. The plants corresponding to these numbers get treatment 
A. Next we number the remaining plants 1 to 40 and randomly generate 20 numbers. The plants 

•
Step 5

1.6 Objective 3 - Explain the completely randomized 
design
October 4, 2016 01:05 PM
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A. Next we number the remaining plants 1 to 40 and randomly generate 20 numbers. The plants 
corresponding to these numbers get treatment B. The remaining plants get treatment C. Now we 
till the soil, plant the soybean plants, and fertilize according to the schedule prescribed.
(b) At the end of the growing season, we determine the crop yield for each plant.•

Step 6 We determine any differences in yield among the three treatment groups.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Figure 2 illustrates the experimental design from Example 2 on the previous screen.

An experimental design labeled “Random assignment of plants to treatments” with 3 arrows 
pointing to “Group 1 receives 20 plants”, “Group 2 receives 20 plants”, and “Group 3 receives 
20 plants”. Repectively, each of the above points to “Treatment A: No fertilizer”, “Treatment 
B: 2 teaspoons”, “Treatment C: 4 teaspoons”. The last 3 all point to “Compare yield”.

From <https://media.pearsoncmg.com/aw/aw_sullivanwoodbury_online_16/longdesc/Section01_6_45_02.html> 

Figure 2

Example 2 is a completely randomized design because the experimental units (the plants) were 
randomly assigned to the treatments. It is the most popular experimental design because of its 
simplicity, but it is not always the best.
1.6 The Design of Experiments

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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Another type of experimental design is called a matched-pairs design.

Definition
A matched-pairs design is an experimental design in which the experimental units are paired up. The 
pairs are selected so that they are related in some way (that is, the same person before and after a 
treatment, twins, husband and wife, same geographical location, and so on). There are only two levels 
of treatment in a matched-pairs design.

In matched-pairs design, one matched individual will receive one treatment and the other receives a 
different treatment. The matched pair is randomly assigned to the treatment using a coin flip or a 
random-number generator. We then look at the difference in the results of each matched pair. One 
common type of matched-pairs design is to measure a response variable on an experimental unit before 
and after a treatment is applied. In this case, the individual is matched against itself. These experiments 
are sometimes called before–after or pretest–posttest experiments.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Problem 
An educational psychologist wants to determine whether listening to music has an effect on a student’s 
ability to learn. Design an experiment to help the psychologist answer the question.

Approach 
We will use a matched-pairs design by matching students according to IQ and gender (just in case 
gender plays a role in learning with music).

Solution 
We match students according to IQ and gender. For example, we match two females with IQs in the 110
to 115
range.
For each pair of students, we flip a coin to determine which student is assigned the treatment of a quiet 
room or a room with music playing in the background.
Each student will be given a statistics textbook and asked to study Section 1.1. After 2 hours, the 
students will enter a testing center and take a short quiz on the material in the section. We compute the 
difference in the scores of each matched pair. Any differences in scores will be attributed to the 
treatment. Figure 3 illustrates the design.

4 boxes each connected with arrows to the next. Boxes labeled: “Match students according to 
gender and IQ”, “Randomly assign a student from each pair to a treatment”, “Administer 
treatment and exam to each matched pair”, and “For each matched pair, compute the 
difference in scores on the exam”.

Figure 3

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

1.6 Objective 4 - Explain the matched-pairs design
October 4, 2016 01:05 PM
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2.1 Organizing Qualitative Data
October 6, 2016 09:10 AM
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When qualitative data are collected, we often first determine the number of individuals within each 
category.

DEFINITION
A frequency distribution lists each category of data and the number of occurrences for each category of 
data.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.1 Objective 1
October 6, 2016 09:12 AM
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Even though the qualitative data has been counted into a frequency, it is still qualitative

In any frequency distribution, it is a good idea to add up the frequency column to make sure that it 
equals the number of observations.

In Example 1, the frequency column totals to 30
as it should because there are 30 body parts (observations).

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Often, we want to know the relative frequency of the categories rather than the frequency.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Definition: Relative Frequency
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It is a good idea to add up the relative frequencies to be sure they sum to 1. In fraction form, the sum 
should be exactly 1. In decimal form, the sum may differ slightly from 1 due to rounding.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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Once raw data are organized in a table, we can create graphs. Just as "a picture is worth a thousand 
words," pictures of data result in a more powerful message than do tables.

Try the following exercise: Open a newspaper or news website and look at a table and a graph. Study 
each one. Then put the paper away and close your eyes. What do you see in your mind's eye? Can you 
recall information more easily from the table or the graph? In general, people are more likely to recall 
information obtained from a graph than from a table.

A common device for graphically representing qualitative data is a bar graph.

DEFINITION
A bar graph is constructed by labeling each category of data on either the horizontal or vertical axis and 
the frequency or relative frequency of the category on the other axis. Rectangles of equal width are 
drawn for each category. The height of each rectangle represents the category's frequency or relative 
frequency.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx#question3> 

2.1 Objective 2 - Construct Bar Graphs
October 6, 2016 09:39 AM
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Both bar graphs are labeled “Types of Rehabilitation”. The bar graph with the x-axis labeled “Body Part 
(a)” and the y-axis labeled “Frequency” is summarized below:

Body part Frequency

Back 12

Wrist 2

Elbow 1

Hip 2

Shoulder 4

Knee 5

Hand 2

Groin 1

Neck 1

Bar graph with the x-axis labeled “Body Part (b)” and the y-axis labeled “Relative Frequency” is 
summarized below:

Body part Relative frequency

Back 0.40

Wrist 0.07

Elbow 0.04

Hip 0.07

Shoulder 0.14

Knee 0.18

Hand 0.07

Groin 0.04
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Groin 0.04

Neck 0.04

All data are approximate.

From <https://media.pearsoncmg.com/aw/aw_sullivanwoodbury_online_16/longdesc/Section02_1_39_01.html> 

In bar graphs, the order of the categories does not usually matter. However, bar graphs that have 
categories arranged in decreasing order of frequency help prioritize information for decision-making 
purposes.
Definition
A Pareto chart is a bar graph whose bars are drawn in decreasing order of frequency or relative 
frequency.
Figure 2 illustrates a relative frequency Pareto chart for the data in Table 3.

Figure 2 
A bar graph labeled “Types of Rehabilitation”. The x-axis labeled “Body Part” and y-axis labeled “Relative Frequency” is summarized below:

Body Part Relative Frequency

Back 0.40

Knee 0.17

Shoulder 0.13

Wrist 0.06

Hip 0.06

Hand 0.06

Elbow 0.04

Groin 0.04

Neck 0.04

All data are approximate.

From <https://media.pearsoncmg.com/aw/aw_sullivanwoodbury_online_16/longdesc/Section02_1_42_01.html> 

Side-by-Side Bar Graphs
Suppose we want to know whether more people finished college in 2012 than in 1990.

We could draw a side-by-side bar graph to compare the data for the two different years.

When comparing data sets, it is best to use relative frequencies because different sample or population sizes make comparisons using 
frequencies difficult or misleading.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx#question3> 

   MTH243 Chapter 2 Page 8    



Screen clipping taken: 06-Oct-16 09:51 AM
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Screen clipping taken: 06-Oct-16 09:51 AM
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Screen clipping taken: 06-Oct-16 09:52 AM

Horizontal Bars
So far we have only looked at bar graphs with vertical bars. However, the bars may also be horizontal. Horizontal bars are preferable when 
category names are lengthy. For example, Figure 4 uses horizontal bars to display the same data as in Figure 3.

Figure 4 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx#question3> 
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Pie charts are typically used to present the relative frequency of qualitative data. In most cases, the data 
are nominal, but ordinal data can also be displayed in a pie chart.

DEFINITION
A pie chart is a circle divided into sectors. Each sector represents a category of data. The area of each 
sector is proportional to the frequency of the category.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx#question3> 

Screen clipping taken: 06-Oct-16 10:12 AM

2.1 Objective 3 - Construct Pie Charts
October 6, 2016 10:08 AM
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Screen clipping taken: 06-Oct-16 10:13 AM

To make a pie chart, we need all the categories of the variable under consideration. For example, using 
Example 1, we could create a bar graph that lists the proportion of patients requiring back, shoulder, or 
knee rehabilitation, but it would not make sense to construct a pie chart for this situation. Do you see 
why? Only 70% of the data would be represented (missing data for wrist, elbow, and so on).

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx#question3> 
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2.2 Organizing Quantitative Data: The Popular Displays
October 9, 2016 12:05 PM
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We use the values of a discrete variable to create the classes when the number of distinct data values is 
small. The approach to summarizing the data is similar to that of constructing frequency or relative 
frequency distributions from qualitative data where the categories of data are determined by the actual 
observations. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.2 Objective 1 - Organize Discrete Data into Tables
October 9, 2016 12:08 PM
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DEFINITION
A histogram is constructed by drawing rectangles for each class of data. The height of each rectangle is 
the frequency or relative frequency of the class. The width of each rectangle is the same, and the 
rectangles touch each other.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.2 Objective 2 - Construct Histograms of Discrete Data
October 9, 2016 12:21 PM
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When a data set consists of a large number of different discrete data values or when a data set consists 
of continuous data, we must create classes by using intervals of numbers.
Table 10 is a typical frequency distribution created from continuous data. The data represent the 
number of U.S. residents, ages 25 to 74, who had a bachelor's degree or higher in 2012.

Notice that the data are categorized, or grouped, by intervals of numbers. Each interval represents a 
class. For example, the first class is 25- to 34-year-old U.S. residents who have a bachelor's degree or 
higher. We read this interval as follows: “The number of U.S. residents, ages 25 to 34, with a bachelor's 
degree or higher was 14,064,000
in 2012.” There are five classes in the table, each with a lower class limit (the smallest value within the 
class) and an upper class limit (the largest value within the class). The lower class limit for the first class 
in Table 10 is 25; the upper class limit is 34. The class width is the difference between consecutive 
lower class limits. In Table 10, the class width is 35−25=10. Also in Table 10, the data are continuous. So 
the class 25−34 actually represents 25−34.999…, or 25 up to every value less than 35.
Notice that the classes in Table 10 do not overlap. This is necessary to avoid confusion as to which class 
a data value belongs. Notice also that the class widths are equal for all classes.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

One exception to the requirement of equal class widths occurs in open-ended tables. A table is open-
ended if the first class has no lower class limit or the last class has no upper class limit. The data in Table 
11 represent the number of births to unmarried mothers in 2012 in the United States. The last class in 
the table, “40 and older,” is open-ended.

2.2 Objective 3 - Organize Continuous Data in Tables
October 9, 2016 12:27 PM
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From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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2.2 Objective 4 - Construct Histograms with Continuous 
Data
October 9, 2016 12:42 PM
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Two histograms both titled “Five-Year Rate of Return for Large-Blended Mutual Funds” with the x-
axis labeled “Rate of Return (%) (a)” and y-axis labeled “Frequency” is summarized below:

Rate of Return (%) Frequency

3-4 16

4-5 13

5-6 4

6-7 2

7-8 0

8-9 2

9-10 0

10-11 3

11-12 3

12-13 2

The x-axis labeled “Rate of Return (%) (b)” and y-axis labeled “Relative Frequency” is summarized 
below:

Rate of Return (%) Relative Frequency

3-4 0.4

4-5 0.32

5-6 0.1

6-7 0.02

7-8 0.0

8-9 0.02

9-10 0.0

10-11 0.05

11-12 0.05

12-13 0.02

All data are approximate.

From <https://media.pearsoncmg.com/aw/aw_sullivanwoodbury_online_16/longdesc/Section02_2_55_01.html> 

Constructing Histograms Is Somewhat of an Art Form
In Examples 3 and 4, the choices of the lower class limit of the first class and the class width were 
rather arbitrary. Although formulas and procedures exist for creating frequency distributions from 
raw data, they do not necessarily provide better summaries.

There is no one correct frequency distribution for a particular set of data. However, some frequency 
distributions better illustrate patterns within the data than others. So constructing frequency 
distributions is somewhat of an art form. Use the distribution that seems to provide the best overall 
summary of the data.

Next, you will use an applet to explore how changing the class width and the lower class limit of the 
first class affects the appearance of a histogram. As you use the applet, remember: The goal is to 
design a distribution that is best for revealing the patterns within the data.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Based on the applet activity, we can see that there is no “right” frequency distribution, but there are 
bad ones. The goal in constructing a frequency distribution is to reveal interesting features of the 
data. With that said, we typically want the number of classes to be between 5 and 20. When the 
data set is small, we usually want fewer classes. When the data set is large, we usually want more 
classes. The larger the class width, the fewer the classes in a frequency distribution. Use the 
following guidelines to help determine an appropriate lower class limit of the first class and class 
width.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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A stem-and-leaf plot is another way to represent quantitative data graphically.
In a stem-and-leaf plot (or stem plot), we use the digits to the left of the rightmost digit to form the 
stem. Each rightmost digit forms a leaf.

For example, a data value of 147

would have 14 as the stem and 7 as the leaf.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Table 13

2.2 Objective 5 - Draw Stem-and-Leaf Plots
October 9, 2016 12:49 PM
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Construction of a Stem-and-Leaf Plot
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Construction of a Stem-and-Leaf Plot
Step 1 The stem of a data value will consist of the digits to the left of the rightmost digit. The leaf of a 
data value will be the rightmost digit.
Step 2 Write the stems in a vertical column in increasing order. Draw a vertical line to the right of the 
stems.
Step 3 Write each leaf corresponding to the stems to the right of the vertical line.
Step 4 Within each stem, rearrange the leaves in ascending order, title the plot, and include a legend to 
indicate what the values represent.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

NOTE
Sometimes the steps listed for creating stem-and-leaf plots must be modified to meet the needs of the 
data. This will be illustrated in Example 6.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Stem-and-Leaf Plots versus Histograms
Notice that a stem-and-leaf plot looks much like a histogram turned on its side. The stem serves as the 
class. For example, the stem 10
contains all data from 10.0 to 10.9.
The leaves represent the frequency (height of the rectangle). Therefore, it is important to space the 
leaves evenly.
One advantage of the stem-and-leaf plot over frequency distributions and histograms is that the raw 
data can be retrieved from the stem-and-leaf plot. So, from a stem-and-leaf plot we can determine the 
maximum observation. We cannot learn this information immediately from a histogram. Refer to Figure 
9, which shows a histogram of the poverty data drawn in StatCrunch. We can see that the largest 
observation is between 21
and 21.9, but we don't know that the largest value is 21.3,
which is clear from the stem-and -leaf plot in Figure 8(c) .

Figure 8(c)

On the other hand, stem-and-leaf plots lose their usefulness when data sets are large or consist of a 
large range of values.
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Figure 9

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Problem 
Construct a stem-and-leaf plot of the five-year rate of return data listed in Table 12.

Approach 
Step 1 If we use the integer portion as the stem and the decimals as the leaves, the stems will be 
3,4,5,…,12,
but the leaves will be two digits (such as 27 and 30
). This is not acceptable because each leaf must be a single digit. To solve this problem, round the data 
to the nearest tenth.
Step 2 Create a vertical column of the integer stems in increasing order.
Step 3 Write the leaves corresponding to each stem.
Step 4 Rearrange the leaves in ascending order, title the plot, and include a legend.
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Step 4 Rearrange the leaves in ascending order, title the plot, and include a legend.

Solution 
Step 1 Round the data from Table 12 to the nearest tenth as shown in Table 15.
Step 2 Write the stems vertically in ascending order as shown in Figure 10(a).

Figure 10(a)

Step 3 Write the leaves corresponding to each stem as shown in Figure 10(b).

Figure 10(b)

Step 4 Rearrange the leaves in ascending order, title the plot, and include a legend as shown in Figure 
10(c).
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Figure 10(c)

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Altering the data to construct the stem-and-leaf plot in Figure 10(c) means that we cannot retrieve the 
original data. A second limitation appearing in Example 6 is that we are effectively forced to use a class 
width of 1.0 even though a larger class width may be more desirable. This illustrates that we must weigh 
the advantages against the disadvantages when choosing which type of graph to use to summarize data.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Split Stems
The data in Table 16 range from 11
to 48.
Figure 11(a) shows a stem-and-leaf plot using the tens digit as the stem and the ones digit as the leaf. 
The data appear rather bunched. To resolve this problem, we can use split stems. For example, rather 
than using one stem for the class of data 10–19, we can use two stems, one for the 10–14 interval and 
the second for the 15–19 interval. We do this in Figure 11(b).
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Figure 11

The stem-and-leaf plot shown in Figure 11(b) reveals a better distribution of the data. As with the 
determination of class intervals in the creation of frequency histograms, judgment plays a major role in 
how you present data in a stem-and-leaf plot. There is no such thing as a correct stem-and-leaf plot. 
However, a quick comparison of Figures 11(a) and (b) shows that some plots are better than others. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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We draw a dot plot by placing each observation horizontally in increasing order and placing a dot above 
the observation each time it is observed. 

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.2 Objective 6 - Draw Dot Plots
October 9, 2016 01:13 PM
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One way that a variable is described is through the shape of its distribution. Distribution shapes are 
typically classified as symmetric, skewed left, or skewed right. Figure 13 displays various histograms and 
the shape of the distribution.

Figures 13(a) and (b) show symmetric distributions. They are symmetric because if we split the 
histogram down the middle, the right and left sides are mirror images. Figure 13(a) is a uniform 
distribution because the frequency of each value of the variable is evenly spread across the values of 
the variable. Figure 13(b) displays a bell-shaped distribution because the highest frequency occurs in 
the middle and frequencies tail off to the left and right of the middle. The distribution in Figure 13(c) is 
skewed right. Notice that the tail to the right of the peak is longer than the tail to the left of the peak. 
Finally, Figure 13(d) illustrates a distribution that is skewed left because the tail to the left of the peak is 
longer than the tail to the right of the peak.

Figure 13

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.2 Objective 7 - Identify the Shape of a Distribution
October 9, 2016 01:15 PM
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2.3 Additional Displays of Quantitative Data
October 10, 2016 08:49 AM
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DEFINITION
A frequency polygon is a graph that uses points, connected by line segments, to represent the 
frequencies for the classes. It is constructed by plotting a point above each class midpoint (the sum of 
consecutive lower class limits divided by 2
) on a horizontal axis at a height equal to the frequency of the class.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.3 Objective 1 - Construct Frequency Polygons
October 10, 2016 08:53 AM
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Because quantitative data can be ordered (written in ascending or descending order), they can be 
summarized in a cumulative frequency distribution and a cumulative relative frequency distribution.

DEFINITION
A cumulative frequency distribution displays the aggregate frequency of the category. In other words, it 
displays the total number of observations less than or equal to the upper class limit of the class.
A cumulative relative frequency distribution displays the proportion (or percentage) of observations 
less than or equal to the upper class limit of the class. 

So the cumulative frequency for the second class is the sum of the frequencies of classes 1
and 2; the cumulative frequency for the third class is the sum of the frequencies of classes 1,2, and 3;
and so on.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.3 Objective 2 Create Cumulative Frequency and Relative 
Frequency Distributions
October 10, 2016 09:14 AM
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DEFINITION
An ogive (read as “oh jive”) is a graph that represents the cumulative frequency or cumulative relative 
frequency for the class. It is constructed by plotting points whose x-coordinates are the upper class 
limits and whose y-coordinates are the cumulative frequencies or cumulative relative frequencies of the 
class. Then line segments are drawn connecting consecutive points. An additional line segment is drawn 
connecting the first point to the horizontal axis at a location representing the upper limit of the class 
that would precede the first class (if it existed).

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.3 Objective 3 Construct Frequency and Relative 
Frequency Ogives
October 10, 2016 09:20 AM
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If the value of a variable is measured at different points in time, then the data are referred to as time-
series data. The closing price of Cisco Systems stock at the end of each year for the past 12 years is an 
example of time-series data.

DEFINITION
A time-series plot is obtained by plotting the time in which a variable is measured on the horizontal axis 
and the corresponding value of the variable on the vertical axis. Line segments are then drawn 
connecting the points. 

Time-series plots are very useful in identifying trends in the data over time.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.3 Objective 4 Draw Time-Series Graphs
October 10, 2016 09:25 AM
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2.4 Graphical Misrepresentation of Data
October 11, 2016 12:08 PM
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Statistics: The only science that enables different experts using the same
   figures to draw different conclusions.—Evan Esar

Statistics often gets a bad rap for having the ability to manipulate data to support any position. One 
method of distorting the truth is through graphics. We mentioned in Section 2.1 how visual displays 
send more powerful messages than do raw data or tables of data. Because graphs are so powerful, care 
must be taken in constructing graphs and interpreting their messages.
Graphs may mislead or deceive.

Graphs mislead if they unintentionally create an incorrect impression.•
Graphs deceive if they purposely create an incorrect impression.•

In either case, a reader's incorrect impression can have serious consequences. Therefore, it is important 
to be able to recognize misleading and deceptive graphs

The most common graphical misrepresentations of data involve the scale of the graph, an inconsistent 
scale, or a misplaced origin. Increments between tick marks should be consistent, and scales for 
comparative graphs should be the same. Also, because readers usually assume that the baseline, or zero 
point, is at the bottom of the graph, a graph that begins at a higher or lower value can be misleading.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

2.4 Objective 1 Describe What can make a graph 
misleading or deceptive 
October 11, 2016 12:09 PM
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Starts at 33

Starts at 0, where it should
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Incorrect

Correct
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Time-Series plot
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Newspapers, magazines, and Internet sites often go for a "wow" factor when displaying graphs. The 
graph designer may be more interested in catching the reader's eye than making the data stand out. The 
two most commonly used tactics are 3-D graphs and pictograms (graphs that use pictures to represent 
the data). The use of 3-D effects is strongly discouraged because such graphs are often difficult to read, 
add little value to the graph, and distract the reader from the data.

When comparing bars, our eyes are really comparing the areas of the bars. That is why we emphasize 
that the bars or classes should have the same width. Uniform width ensures that the area of the bar is 
proportional to its height so that we can simply compare the heights of the bars. However, when we use 
two-dimensional pictures in place of bars, as with pictograms, it is not possible to obtain a uniform 
width. To avoid distorting the picture when values increase or decrease, both the height and width of 
the picture must be adjusted. This often leads to misleading graphs.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 
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Graph rotated 180°

The material presented in this section is by no means all-inclusive. There are many ways graphs mislead 
or deceive. Two popular texts written about ways that graphs mislead or deceive are How to Lie with 
Statistics (W. W. Norton & Company, Inc., 1982) by Darrell Huff and The Visual Display of Quantitative 
Information (Graphics Press, 2001) by Edward Tufte.

Below are some guidelines for constructing good graphics.

• Label and name the axes clearly, providing explanations if needed. Include units of 
measurement and a data source when appropriate.

•

• Include a meaningful title on the graph•
• Avoid distortion. Never lie about the data.•
• Minimize the amount of white space in the graph. Use the available space to let the data stand 
out. If you truncate the scales, clearly indicate this to the reader.

•

• Avoid clutter, such as excessive gridlines and unnecessary backgrounds or pictures. Don't 
distract the reader from the data.

•

• Avoid three dimensions. Three-dimensional charts may look nice, but they distract the reader 
and often lead to misinterpretation of the graphic.

•

• Do not use more than one design in the same graphic. Sometimes graphs use a different design 
in one portion to draw attention to that area. Don't try to force the reader to a specific part of the 
graph. Let the data speak for themselves.

•

Guidelines for Constructing Good Graphics
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graph. Let the data speak for themselves.
• Avoid relative graphs that do not contain data or scales.•

One final point to make. When reading graphs, look at the source of the data represented in the graphic. 
Often, a group with an agenda will conduct allegedly unbiased studies and report the results that 
support their position. Always "consider the source" and any possible hidden agendas they may have 
when reading graphics.
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An Introduction to Measures of Central Tendency

The average miles per gallon of gasoline for the 2013 Chevrolet Corvette Z06 in highway driving is 
24.

•

According to the U.S. Census Bureau, the national average commute time to work in 2010 was 
25.3 minutes.

•

According to the U.S. Census Bureau, the average household income in 2010 was $49,455.•
The average American woman is 5' 4" tall and weighs 142 pounds.•

A measure of central tendency numerically describes the average (or typical) data value. We hear the 
word average in the news all the time:

In this chapter, we discuss the three most widely used measures of central tendency: the mean, the 
median, and the mode.
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3.1 Measures of Central Tendency
October 13, 2016 09:11 AM
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In everyday language, the word average often represents the arithmetic mean. To compute the 
arithmetic mean of a set of data, the data must be quantitative.

DEFINITION
The arithmetic mean of a variable is computed by adding all the values of the variable in the data set 
and dividing by the number of observations.

The population arithmetic mean, μ
(pronounced "mew"), is a parameter that is computed using data from all the individuals in a 
population.

The sample arithmetic mean, x¯
(pronounced "x-bar"), is a statistic that is computed using data from individuals in a sample.

While other types of means exist, the arithmetic mean is generally referred to as the mean. We will 
follow this practice for the remainder of the course.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

We usually use Greek letters to represent parameters and Roman letters (such as x or s) to represent 
statistics. The notation used below (for the arithmetic mean) may look intimidating. It is important to 
understand the notation in a formula because it is then easier to remember and use it. 
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Remember: Capital n (N) equals Population

Remember: Lower case n (n) equals sample size

Greek symbol for "sigma" is the notation for "sum"

3.1 Objective 1 Determine the Arithmetic Mean of a 
Variable from Raw Data
October 13, 2016 09:17 AM
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Greek symbol for "sigma" is the notation for "sum"

This formula states Take the sum (Σ) of all "x" values and divide by the population (N) to get the 
population mean

This formula states Take the sum (Σ) of all x values and divide by the sample size (n) to get the sample 
mean

µ = Population Mean

x-bar (x with horizontal bar above) = Sample Mean

N = Population

n = Sample

Σ = Sum

Xi = Dataset

M = Median (not covered in this chapter, but still useful to know)

Throughout this course, we agree to round the mean to one more decimal place than that in the raw 
data.
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Seed: 
The seed gives the calculator its starting point to generate the list of random numbers. The choice of the 
seed is up to the individual obtaining the simple random sample
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seed is up to the individual obtaining the simple random sample

Visualizing the Mean as the Center of Gravity: An Animation
It helps to think of the mean as the center of gravity. In other words, the mean is the value such that a 
histogram of the data is perfectly balanced, with equal weight on each side of the mean. Figure 2 shows 
a histogram of the data in Table 1. Recall, the mean of the data in Table 1 is 79 points. Play with the 
fulcrum (triangle) to verify that the mean is the balancing point of the data.

Figure 2 
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3.1.21 Question
October 13, 2016 09:37 AM
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A second measure of central tendency is the median. To compute the median of a set of data, the data 
must be quantitative.

DEFINITION
The median of a variable is the value that lies in the middle of the data when arranged in ascending 
order. We use M to represent the median.

The next slide shows the steps for finding the median, M, of a data set by hand. It is important to 
understand how to find the median by hand, before using technology.
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3.1 Objective 2 Determine the Media of a Variable from 
Raw Data
October 13, 2016 09:39 AM
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You may be asking yourself, "Why would I ever compute the mean?" After all, the mean and median are 
close in value for symmetric data, and the median is the better measure of central tendency for skewed 
data. The reason we compute the mean is that much of statistical inference is based on the mean.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

Based on Activity 1, we notice that the median is not affected by extreme observations, but the mean is 
affected by extreme observations. Because extreme values do not affect the value of the median, we 
say that the median is resistant. 

DEFINITION
A numerical summary of data is said to be resistant if values that are extreme (very large or small) 
relative to the data do not affect its value substantially.

So the median is resistant, whereas the mean is not resistant. 
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3.1 Objective 3 Explain what It Means for a Statistic to be 
Resistant.
October 13, 2016 09:49 AM
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A third measure of central tendency is the mode, which can be computed for either quantitative or 
qualitative data. 

DEFINITION
The mode of a variable is the observation of the variable that occurs most frequently in the data set.

• To compute the mode, tally the number of observations that occur for each data value.•
• The data value that occurs most often is the mode.•
• If no observation occurs more than once, we say that the data have no mode.•
• A set of data can have no mode, one mode, or more than one mode•
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3.1 Objective 4 Determine the Mode of a Variable from 
Raw Data
October 13, 2016 10:13 AM
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Data Sets with More than One Mode
A data set can have more than one mode. For example, if the data in Table 1 had two scores each of 77 
and 88, then the data would have two modes: 77 and 88.
In this case, we would say that the data are bimodal. If a data set has three or more modes, then we say 
that the data are multimodal. The mode is usually not reported for multimodal data because it is not 
representative of a typical value. Figure 4(a) shows a distribution with one mode. Figure 4(b) shows a 
bimodal distribution. 

Figure 4
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3.2 Measures of Dispersion
October 15, 2016 08:34 AM
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The simplest measure of dispersion is the range. To compute the range, the data must be quantitative.

DEFINITION
The range, R, of a variable is the difference between the largest and smallest data value. That is,
Range = R = largest data value − smallest data value

R = Range
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3.2 Objective 1 Determine the Range of a Variable from 
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3.2 Objective 2 Determine the Standard Deviation of a 
Variable from Raw Data
October 15, 2016 08:43 AM
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Look at Table 7. The further an observation is from the mean, 79, the larger the squared deviation. For 
example, because the second observation, 77, is not “far” from 79, the squared deviation, 4, is not 
large. However, the fifth observation, 62, is further from 79, so the squared deviation, 289, is much 
larger.

If a data set has many observations that are “far” from the mean, then the sum of the squared 
deviations will be large and the standard deviation will be large.
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x-bar (x with horizontal bar above) = Sample Mean
n = Sample
Σ = Sum
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Σ = Sum
Xi = Dataset
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Interpretations of the Standard Deviation
The standard deviation is used along with the mean to describe symmetric distributions numerically. The 
mean measures the center of the distribution, whereas the standard deviation measures the spread of 
the distribution. So how does the value of the standard deviation relate to the spread of the 
distribution?

If we are comparing two populations, the larger the standard deviation, the greater the dispersion, or 
spread, of the distribution as long as the variable of interest from the two populations has the same 
unit of measure. The units of measure must be the same so that we are comparing “apples with apples.” 
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unit of measure. The units of measure must be the same so that we are comparing “apples with apples.” 
For example, $100
is not the same value as 100 Japanese yen (because recently $1 was equivalent to about 102 yen). So a 
standard deviation of $100 is substantially higher than a standard deviation of 100 yen.
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Population Data

3.2 Objective 3 Determine the Variance of a Variable from 
Raw Data
October 15, 2016 09:37 AM
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Simple Random Sample
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3.2 Objective 4 Use the Empirical Rule to Describe Data 
That Are Bell-Shaped
October 15, 2016 09:43 AM
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3.2.35x - Chebysev's inequality
October 15, 2016 10:37 AM
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3.3 Measures of Central Tendency and Dispersion from 
Grouped Data
October 16, 2016 11:03 AM
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3.3 Objective 1 Approximate the Mean of a Variable from 
Grouped Data
October 16, 2016 11:24 AM
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A = 4 points
B = 3 points
C = 2 points

3.3 Objective 2 Compute the Weighted Mean
October 16, 2016 11:35 AM
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3.3 Objective 3 Approximate the Standard Deviation from 
a Frequency Distribution
October 16, 2016 11:47 AM

   MTH243 Chapter 3 Page 42    



   MTH243 Chapter 3 Page 43    



   MTH243 Chapter 3 Page 44    



   MTH243 Chapter 3 Page 45    



3.3.11
October 16, 2016 01:06 PM
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3.4 Measures of Position
October 17, 2016 11:03 AM
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µ = Population Mean

x-bar (x with horizontal bar above) = Sample Mean

N = Population

n = Sample

3.4 Objective 1 Determine and Interpret z-Scopes
October 17, 2016 11:03 AM
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n = Sample

Σ = Sum

Xi = Dataset

M = Median (not covered in this chapter, but still useful to know)
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3.4 Objective 2 Interpret Percentiles
October 17, 2016 11:13 AM
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3.4 Objective 3 Determine and Interpret Quartiles
October 17, 2016 11:17 AM
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3.4 Objective 4 Determine ad Interpret the Interquartile 
Range
October 17, 2016 11:39 AM
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3.5 Objective 5 Check a Set of Data for Outliers
October 17, 2016 11:42 AM
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3.4 Interactive Assignment
October 17, 2016 11:52 AM
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3.5 The Five-Number Summary and Boxplots
October 17, 2016 11:59 AM
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Minimum1.
Maximum2.
Q13.
Q2 (Median)4.
Q35.

Five-Number summary:

3.5 Objective 1 Determine the five-number summary
October 18, 2016 08:43 AM
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Screen clipping taken: 18-Oct-16 08:48 AM
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3.5 Objective 2 Draw and Interpret Boxplots
October 18, 2016 08:49 AM
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In probability, an experiment is any process with uncertain results that can be repeated. The result of 
any single trial of the experiment is not known ahead of time. However, the results of the experiment 
over many trials produce regular patterns that allow accurate predictions. For example, an insurance 
company cannot know whether a particular 16-year-old driver will have an accident over the course of a 
year. However, based on historical records, the company can be fairly certain that about three out of 
every ten 16-year-old male drivers will have a traffic accident during the course of a year. Therefore, of 
825,000 male 16-year-old drivers (825,000 repetitions of the experiment), the insurance company is 
fairly confident that about 30%, or 247,500,
will have an accident. This prediction helps to establish insurance rates for any particular 16-year-old 
male driver.
We now introduce some terminology that will help in our study of probability.

DEFINITIONS
The sample space, S, of a probability experiment is the collection of all possible outcomes for that 
experiment.
An event is any collection of outcomes from a probability experiment. An event consists of one or more 
outcomes. We denote events with one outcome, sometimes called simple events, as ei. In general, 
events are denoted using capital letters such as E.
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5.1Probibility Rules
October 20, 2016 08:56 AM
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5.1 Objective 1 Apply the Rules of Probability
October 20, 2016 09:19 AM
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One goal of this course is to learn how probabilities can be used to identify unusual events.

DEFINITION
An unusual event is an event that has a low probability of occurring.

Typically, an event with a probability less than 0.05
(or 5%) is considered unusual, but this cutoff point is not set in stone. The researcher and the context of 
the problem determine the probability that separates unusual events from not so unusual events.

The point of the Caution video is this: Selecting a probability that separates unusual events from not so 
unusual events is subjective and depends on the situation. Statisticians typically use cutoff points of 
0.01, 0.05, and 0.10.

the Empirical Method•
the Classical Method•
the Subjective Method•

Next, we introduce three methods for determining the probability of an event:
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5.1 Objective 2 Compute and Interpret Probabilities Using 
the Empirical Method
October 20, 2016 09:27 AM
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Surveys are probability experiments. Why? Each time a survey is conducted, a different random sample 
of individuals is selected. Therefore, the results of a survey are likely to be different each time the survey 
is conducted because different people are included.
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5.1 Objective 3 Compute and Interpret Probabilities using 
the Classical Method
October 20, 2016 09:40 AM
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LAW OF LARGE NUMBERS:
As the number of repetitions of a probability experiment increases, the proportion with which a certain 
outcome is observed gets closer to the probability of the outcome. 
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Comparing Empirical Probabilities and Classical Probabilities
In comparing the results of Examples 7(a) and 7(b), we notice that the two probabilities are slightly 
different. We know that empirical probabilities and classical probabilities often differ in value, but as the 
number of repetitions of a probability experiment increases, the empirical probability should get closer 
to the classical probability according to the Law of Large Numbers.

However, it is possible that the two probabilities differ because having a boy and having a girl are not 
equally likely events. (Maybe the probability of having a boy is 0.505
and the probability of having a girl is 0.495.) If this is the case, then the empirical probability will not get 
closer to the classical probability because the events “boy” and “girl” are not equally likely.
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5.1 Objective 4 Use Simulation to Obtain Data based on 
Probabilities
October 20, 2016 10:04 AM
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5.1 Objective 5 Recognize and Interpret Subjective 
Probabilities
October 20, 2016 10:11 AM
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5.1.29 Question Help
October 20, 2016 09:47 AM
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5.1.43 Question Help
October 20, 2016 09:58 AM
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5.2 The Addition Rule and Complements
October 22, 2016 09:00 AM
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5.2 Objective 1 Use the Addition Rule for Disjoint Events
October 22, 2016 09:02 AM
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Classical Method
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5.2 Objective 2 Use the General Addition Rule
October 22, 2016 09:10 AM
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Addition Rule for Disjoint Events
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5.2 Objective 3 Compute the Probability of an Event Using 
the Complement Rule
October 22, 2016 09:40 AM
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5.3 Independence and the Multiplication Rule
October 23, 2016 10:56 AM
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5.3 Objective 1 Identify Independent Events
October 23, 2016 10:59 AM
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5.3 Objective 2 Use the Multiplication Rule for 
Independent Events
October 23, 2016 11:00 AM
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Complement Rule:

5.3 Objective 3 Compute At-Least Probabilities
October 23, 2016 11:06 AM
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5.4 Conditional Probability and the General Multiplication 
Rule
October 23, 2016 11:55 AM
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Classical Method:

5.4 Objective 1 Computer Conditional Probabilities
October 23, 2016 11:55 AM

   MTH243 Chapter 5 Page 38    



   MTH243 Chapter 5 Page 39    



   MTH243 Chapter 5 Page 40    



   MTH243 Chapter 5 Page 41    



Conditional Probability Rule

5.4 Objective 2 Compute Probabilities Using the General 
Multiplication Rule
October 23, 2016 12:10 PM
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5.5 Computing Techniques
October 24, 2016 09:02 AM
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5.5 Objective 1 Solve Counting Problems using the 
Multiplication Rule
October 24, 2016 09:03 AM
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5.5 Objective 2 Solve Counting Problem Using 
Permutations
October 24, 2016 09:06 AM

   MTH243 Chapter 5 Page 50    



   MTH243 Chapter 5 Page 51    



0! Always equals 1
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5.5 Objective 3 Solve Counting Problems using 
Combinations
October 24, 2016 09:12 AM
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5.5 Objective 4 Solve Counting Problems Involving 
Permutations with Non-distinct Items
October 24, 2016 09:15 AM
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5.5 Objective 5 Compute Probabilities Involving 
Permutations and Combinations
October 24, 2016 09:26 AM
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5.5.55
October 24, 2016 09:54 AM
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5.5.61
October 24, 2016 09:54 AM
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5.6 Putting it Together: Which Method Do I Use?
October 25, 2016 08:17 AM
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5.6 Objective 1 Determine the Appropriate Rule to Use
October 25, 2016 08:19 AM
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5.6 Objective 2 Determine the Appropriate Counting 
Technique to Use
October 25, 2016 08:36 AM
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6.1 Discrete Random Variables
October 30, 2016 11:04 AM
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Discrete Random Variable = Coin Flip, Fair Die Roll

6.1 Objective 1 Distinguish between Discrete and 
Continuous Random Variables
October 30, 2016 11:41 AM
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6.1 Objective 2 Identify Discrete Probability Distributions
October 30, 2016 11:46 AM
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6.1 Objective 3 Graph Discrete Probability Distributions
October 30, 2016 11:54 AM
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6.1 Objective 4 Compute and Interpret the Mean of a 
Discrete Random Variable
October 30, 2016 11:56 AM
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6.1 Objective 5 Interpret the Mean of a Discrete Random 
Variable as an Expected Value
October 30, 2016 12:04 PM
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6.1 Objective 6 Compute the Standard Deviation of a 
Discrete Random Variable
October 30, 2016 12:18 PM
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6.2 The Binomial Probability Distribution
October 31, 2016 08:35 AM
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6.2 Objective 1 Determine Whether a Probability 
Experiment is a Binomial Experiment
October 31, 2016 08:42 AM
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Conditions for a Binomial Experiment
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Note* The video did not work

6.2 Objective 2 Compute Probabilities of Binomial Events 
October 31, 2016 08:46 AM
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6.2 Objective 3 Compute the Mean and Standard 
Deviation of a Binomial Random Value
October 31, 2016 09:39 AM
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Statcrunch: Stat>Calculators>Binomial

6.2 Objective 4 Graph a Binomial Probability Distribution
October 31, 2016 09:45 AM
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6.3 The Poisson Probability Distribution
November 3, 2016 08:45 AM
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Another discrete probability model is the Poisson probability distribution, named after Siméon Denis 
Poisson. This probability distribution can be used to compute probabilities of experiments in which the 
random variable X counts the number of occurrences (successes) of a particular event within a specified 
interval (usually time or space).
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6.3 Objective 1 Determine Whether a Probability 
Experiment Follows as a Poisson Process
November 3, 2016 08:46 AM
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6.3 Objective 2 Compute Probabilities of a Poisson 
Random Variable
November 3, 2016 08:49 AM
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6.3 Objective 3 Find the Mean and Standard 
Deviation of a Poisson Random Variable
November 3, 2016 09:23 AM
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6.3.11
November 3, 2016 09:17 AM
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7.1 Properties of the Normal Distribution
November 7, 2016 08:01 AM
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When we compute probabilities for discrete random variables, we usually substitute the value of the 
random variable into a formula.
Things are not as easy for continuous random variables. Because an infinite number of outcomes are 
possible for continuous random variables, the probability of observing one particular value is zero. In the 
UPS example, the probability that the package arrives exactly 12.9438823
minutes after 10 AM is zero. This result is based on classical probability: there is one way to observe 
12.9438823, and there are an infinite number of possible values between 0 and 60. To resolve this 
problem, we compute probabilities of continuous random variables over an interval of values. For 
example, we might compute the probability that your package arrives between x=10 minutes and x=15
minutes after 10 AM. To find probabilities for continuous random variables, we use probability density 
functions. 

Classical Probability
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7.1 Objective 1 Use the Uniform Probability Distribution
November 7, 2016 08:09 AM
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In mathematics, a model is an equation, a table, or a graph used to describe reality. The red curve in 
Figure 1 is a model called the normal curve, which is used to describe continuous random variables that 
are normally distributed.

Definition
A continuous random variable is normally distributed, or has a normal probability distribution, if its 
relative frequency histogram has the shape of a normal curve.
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7.1 Objective 2 Graph a Normal Curve
November 7, 2016 08:20 AM
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Figure 3: Normal Distribution, a.k.a Empirical Rule

7.1 Objective 3 State the Properties of the Normal Curve
November 7, 2016 08:25 AM
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7.1 Objective 4 Explain the Role of Area in the Normal 
Density Function
November 7, 2016 08:26 AM
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7.2 Applications of Normal Distribution
November 8, 2016 08:37 AM
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7.2 Objective 1 Find and Interpret the Area under a 
Normal Curve
November 8, 2016 08:38 AM
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Find area of the right by using compliment rule
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A Better Table V
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7.2 Objective 2 Find the Value of a Normal Random 
Variable
November 8, 2016 08:54 AM
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7.3 Assessing Normality
November 10, 2016 09:24 AM
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7.3 Objective 1 Use normal Probability Plots to Assess 
Normality
November 10, 2016 09:39 AM
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7.4 The Normal Approximation to the Binomial Probability 
Distribution
November 10, 2016 09:51 AM
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7.4 Objective 1 Approximate Binomial Probabilities Using 
the Normal Distribution
November 10, 2016 10:15 AM
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7.4.28
November 10, 2016 11:36 AM
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Finite:

8.1 Distribution of the Sample Mean
November 17, 2016 08:52 AM
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8.1 Objective 1 Describe the Distribution of the Sample 
Mean: Normal Population
November 17, 2016 08:53 AM
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8.1 Objective 2 Describe the Distribution of the Sample 
Mean: Non-Normal Population
November 17, 2016 09:19 AM
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8.1.19-T
November 17, 2016 09:16 AM
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8.1.31
November 17, 2016 10:23 AM
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8.1.33
November 17, 2016 10:19 AM
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8.2 Distribution of the Sample Mean
November 18, 2016 05:30 PM
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8.2 Objective 1 Describe the Sampling Distribution of a 
Sample Proportion
November 18, 2016 05:35 PM
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8.2 Objective 2 Compute Probabilities of a Sample Mean
November 18, 2016 05:36 PM
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8.2.16
November 18, 2016 05:47 PM
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8.2.18-T
November 18, 2016 06:14 PM
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8.2.23
November 18, 2016 06:20 PM
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9.1 Estimating a Population Proportion
November 24, 2016 07:26 AM
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9.1 Objective 1 Obtain a Point Estimate for the Population 
Proportion
November 24, 2016 07:36 AM
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9.1 Objective 2 - Construct and Interpret a Confidence 
Interval for the Population Proportion
November 24, 2016 07:36 AM
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9.1 Objective 3 Determine the Sample Size Necessary for 
Estimating a Population Proportion within a Specified 
Margin of Error
November 24, 2016 08:10 AM
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9.1.11
November 24, 2016 08:37 AM
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9.1.35
November 24, 2016 08:20 AM
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9.2 Estimating a Population Mean
November 24, 2016 09:12 AM
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9.2 Objective 1 Obtain a Point Estimate for the Population 
Mean
November 24, 2016 09:18 AM
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9.2 Objective 2 State the Properties of Student's t-
Distribution
November 24, 2016 09:21 AM
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9.2 Objective 3 Determine t-Values
November 24, 2016 09:26 AM
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9.2 Objective 4 Construct and Interpret a Confidence 
Interval for a Population Mean
November 24, 2016 09:35 AM
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9.2 Objective 5 Determine the Sample Size Necessary for 
Estimating a Population Mean within a Given Margin of 
Error
November 24, 2016 10:02 AM
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9.2.21
November 24, 2016 09:53 AM
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9.2.45
November 24, 2016 10:08 AM
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9.3 Putting it Together: Which Procedure Do I Use?
November 25, 2016 08:02 AM
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9.3 Objective 1 Determine the Appropriate Confidence 
Interval to Construct
November 25, 2016 08:48 AM
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10.1 The Language of Hypothesis Testing
November 28, 2016 09:58 AM
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10.1 Objective 1 Determine the Null and Alternative 
Hypothesis
November 28, 2016 10:03 AM
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Figure 1

10.1 Objective 2 Explain Type I and Type II Errors
November 28, 2016 10:10 AM

   MTH243 Chapter 10 Page 4    



   MTH243 Chapter 10 Page 5    



   MTH243 Chapter 10 Page 6    



10.1 Objective 3 State Conclusions to Hypothesis Tests
November 28, 2016 10:18 AM
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10.2 Hypothesis Tests for a Population proportion
November 28, 2016 10:22 AM
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10.2 Objective 1 Explain the Logic of Hypothesis Testing
December 7, 2016 09:24 AM
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10.2.2 Test Hypothesis about a Population Proportion
December 7, 2016 09:28 AM
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10.2.19-T
December 7, 2016 09:39 AM
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10.2.21-T
December 7, 2016 09:48 AM
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10.2.23
December 7, 2016 09:51 AM
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For the sampling distribution of pˆ to be approximately normal, we require that np(1−p) be at 
least 10. If this requirement is not satisfied we use the binomial probability formula to 
determine the P-value.

From <https://xlitemprod.pearsoncmg.com/assignment/containerassignmentplayer.aspx> 

10.2.3 Test Hypotheses about a Population Proportion 
Using the Binomial Probability Distribution
December 7, 2016 09:51 AM
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10.3 Hypothesis Tests for a Population Mean
December 7, 2016 09:56 AM
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10.3.1 Test Hypotheses About a Mean
December 7, 2016 09:57 AM
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10.3.15-T
December 7, 2016 10:04 AM
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10.3.2 Explain the Difference Between Statistical 
Significance and Practical Significance
December 7, 2016 10:08 AM
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13.3.31-T
December 7, 2016 10:23 AM
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10.4 Putting it together: Which Procedure do I use?
December 9, 2016 08:53 AM
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10.4.1 Determine the Appropriate Hypothesis Test to 
Perform
December 9, 2016 08:55 AM
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10.4.7-T
December 9, 2016 09:01 AM
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